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About me

● PhD Candidate @ INRIA under Claire 
Monteleoni

○ Recently created ARCHES team
● Previously: Data Scientist, notably @ the 

Meteorological Service of Canada
● Computer science perspective

https://project.inria.fr/arches/


The quiet revolution

● Numerical weather prediction 
(NWP) has been steadily 
progressing over the past decades

● Great scientific achievement
○ Complex simulation problem being 

solved routinely in operational 
forecasting centers across the world

● Strong socio-economical value
○ Climate hazards mitigation, Logistics, 

Property loss prevention, …

doi:10.1038/nature14956

http://doi.org/10.1038/nature14956


ECMWF Global Forecast performance over 4 decades

https://charts.ecmwf.int/products/plwww_m_hr_ccaf_adrian_ts?single_product=latest

https://charts.ecmwf.int/products/plwww_m_hr_ccaf_adrian_ts?single_product=latest


The problem ahead

Some/most of the progress had 
been related to Moore's law

Growth in CPU computing power 
slowed down

doi:10.1038/nature14956

http://doi.org/10.1038/nature14956


What happened

● Starting in 2023, three different research teams used deep neural 
networks to perform medium-range weather forecasts

● Their skill became ~equivalent to the leading NWP models



How it works

Data: ERA5 reanalysis dataset

● Reanalysis: incorporating 
observations into a physically 
consistent system to create 
our best guess of the true 
state of the system

doi:10.1002/qj.3803
https://www.ecmwf.int/en/about/media-centre/focus/2023/fact-sheet-reanalysis

https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
http://doi.org/10.1002/qj.3803
https://www.ecmwf.int/en/about/media-centre/focus/2023/fact-sheet-reanalysis


How it works

● Model: Deep Neural Networks
○ Various architectural strategies
○ Fourier Transforms
○ Graph Neural Networks
○ Collection of models for resolving different time leaps

● Training loss: deterministic



GraphCast architecture

doi:10.48550/arXiv.2212.12794

http://doi.org/10.48550/arXiv.2212.12794


Computational cost

Model Training Inference

Pangu-Weather 16 days on 192 V100 GPUs 24 hours forecast
1xV100
1.4 seconds on 

GraphCast 21 days on 32 Cloud TPU 
V4 devices (~128 GPUs)

10 days forecast
1 Cloud TPU V4
< 60 seconds

NWP (ECMWF HRES)
*Higher resolution

- 10 days forecast
1/3/6 hours
11 664 cores HPC cluster



A revolution?

Deep weather forecasting models represent a >10 000x decrease in 
compute cost for a critical piece simulation

A lot of scientific fields and industries depend on the output of weather 
forecasting models: hydrology, agriculture, risk management, 
transportation, etc.

Some domains may need to completely revise their modeling stacks to fully 
integrate the benefits



Let's speculate

● Foundational models 
○ Fully-coupled applicative models that perform backpropagation all 

the way to the weather forecasting models
● From observation to application

○ Model can now integrate more observations with more flexibility 
because they are fully differentiable

● Edge computing 
○ Sensory devices can use their own observations to make 

adapted forecasts themselves, on the edge
● Extremely short-term forecasts

○ Applications for this?



Rate of progress

● The current rate of progress of artificial intelligence is high
● Deep learning provides a lot of possibilities in integrating various 

sources of information because it is fully differentiable
○ Capable of multi-modality

● Research is now a lot easier. The rate of iteration on modeling 
hypothesis has increased dramatically.



What didn't change

● The existing deep weather forecasting models are based on reanalysis 
products, which themselves contain an NWP model

○ Notably, they need a physical model to decide how to incorporate observations
● Great wealth of knowledge in forecast evaluation, ensemble 

forecasting, high-performance computing, physics… An operational 
weather forecasting model is much more than its time stepping

● Deep forecasting networks don't do precipitation -- the distribution is 
problematic

○ GraphCast computes it but does not report



What didn't change
● Old conversations are 

resurfacing
○ Spectral vs Grid-based 

approaches
● The deep forecasts are 

blurry, but do we want them 
sharp?

○ Sharpness is important for 
interpretation using physics

doi:10.48550/arXiv.2307.10128



Upcoming challenges

● Going probabilistic
● Integrating more fields, including the difficult ones
● Transition towards climate models
● Cascades of models: train area specific, high-resolution models, 

where data is available
● …
● Begin to scratch the surface of the possible applications
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